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Abstract
Privacy policies are the primary mechanism by which companies inform users about data collection and sharing practices. To help users better understand these long and complex legal documents, recent research has proposed tools that summarize collection and sharing. However, these tools have a significant oversight: they do not account for contradictions that may occur within an individual policy. In this paper, we present PolicyLint, a privacy policy analysis tool that identifies such contradictions by simultaneously considering negation and varying semantic levels of data objects and entities. To do so, PolicyLint automatically generates ontologies from a large corpus of privacy policies and uses sentence-level natural language processing to capture both positive and negative statements of data collection and sharing. We use PolicyLint to analyze the policies of 11,430 apps and find that 14.2% of these policies contain contradictions that may be indicative of misleading statements. We manually verify 510 contradictions, identifying concerning trends that include the use of misleading presentation, attempted redefinition of common understandings of terms, conflicts in regulatory definitions (e.g., US and EU), and “laundering” of tracking information facilitated by sharing or collecting data that can be used to derive sensitive information. In doing so, PolicyLint significantly advances automated analysis of privacy policies.

1 Introduction
Mobile apps collect, manage, and transmit some of the most sensitive information that exists about users—including private communications, fine-grained location, and even health measurements. These apps regularly transmit this information to first or third parties [1,7,14]. Such data collection/sharing by an app is often considered (legally) acceptable if it is described in the privacy policy for the app. Privacy policies are sophisticated legal documents that are typically long, vague, and difficult for novices, experts, and algorithms to interpret. Accordingly, it is difficult to determine whether app developers adhere to privacy policies, which can help app markets and other analysts identify privacy violations, or help end users choose more-privacy-friendly apps.

Recent work has begun studying whether or not mobile app behavior matches statements in privacy policies [26,28,29,32]. However, the prior work fails to account for contradictions within privacy policies; these contradictions may lead to incorrect interpretation of sharing and collection practices. Identifying contradictions requires overcoming two main challenges. First, privacy policies refer to information at different semantic granularities. For example, a policy may discuss its practices using broad terms (e.g., “personal information”) in one place in the policy, but later discuss its practices using more specific terms (e.g., “email address”). Prior approaches have tackled this issue by crowdsourcing data object ontologies [26,28], but such crowdsourced information is not complete, accurate, or easily collected. Second, prior approaches have struggled to accurately detect negative statements, relying on bi-grams (e.g., “not share”) [32] or detecting only verb modifiers [29] while neglecting the more-complicated statements (e.g., “will share X except Y”) that are common in privacy policies. Modeling negative statements is required to determine the correct meaning of a policy statement (i.e., “not sharing” versus “sharing” information). Fully characterizing contradictions requires addressing both preceding challenges.

In this paper, we present PolicyLint for automatically identifying potential contradictions of sharing and collection practices in software privacy policies. Contradictions make policies unclear, confusing both humans and any automated system that rely on interpreting the policies. Considering these uses cases, PolicyLint defines two contradiction groupings. Logical contradictions are contradictory policy statements that are more likely to cause harm if users and analysts are not aware of the contradictory statements. One example is a policy that initially claims not to collect personal information, but later in fine print discloses collecting a user’s name and email address for advertisers. Narrowing definitions may cause automated techniques that reason over policy statements.

1Ontologies are graph data structures that capture relationships among entities. For example, “personal information” subsumes “your email address.”
to make incorrect or inconsistent decisions and may result in vague policies. PolicyLint is the first tool to have the sophistication necessary to reason about both negative sentiments and statements covering varying levels of specificity, being necessary for uncovering contradictions.

PolicyLint is inspired by other security lint tools [6, 8–11, 19], which analyze code for indicators of potential bugs. Like any static approach, not every lint finding is necessarily a real bug. For example, potential bug conditions could be mitigated by an external control or other context that the tool cannot verify. In many cases, only a human can verify the outputs of a lint finding. In the case of PolicyLint, we note that privacy policies are complex legal documents that may be intentionally vague, ambiguous, or misleading even for human interpretation. Despite these challenges, PolicyLint condenses long, complicated policies into a small set of candidate issues of interest to human or algorithmic analysis.

This paper makes the following main contributions:

- **Automated generation of ontologies from privacy policies.** PolicyLint uses an expanded set of Hearst patterns [16] to extract ontologies for both data objects and entities from a large corpus of privacy policies (e.g., “W such as X, Y, and Z”). PolicyLint is more comprehensive and scalable than crowdsourced efforts [26, 28].

- **Automated sentence-level extraction of privacy practices.** PolicyLint uses sentence-level NLP and leverages parts-of-speech and type-dependency information to capture data collection and sharing as a four-tuple: (actor, action, data object, entity). For example, “We [actor] share [action] personal information [data object] with advertisers [entity].” Sentence-level NLP is critically important for the correct identification of negative statements. We also show that prior attempts at analyzing negation would fail on 28.2% of policies.

- **Automated analysis of contradictions in privacy policies.** We formally model nine types of contradictions that result from semantic relationships between terms, providing an algorithmic technique to detect contradictory policy statements. Our groupings of narrowing definitions and logical contradictions lay the foundation for ensuring the soundness of automated policy tools and identifying potentially misleading policy statements. In a study of 11,430 privacy policies from mobile apps, we are the first to find that logical contradictions and narrowing definitions are rampant, affecting 17.7% of policies, with logical contradictions affecting 14.2%.

- **Manual analysis of contradictions to identify trends.** The high ratio of policy contradictions is surprising. We manually review 510 contradictions across 260 policies, finding that many contradictions are indeed indicators of misleading or problematic policies. These contradictions include making broad claims to protect personal information early in a policy, yet later carving out exceptions for data that the authors attempt to redefine as not personal, that could be used to derive sensitive information (e.g., IP addresses and location), or that are considered sensitive by some regulators but not others.

PolicyLint has four main potential use cases. First, policy writers can leverage PolicyLint to reduce the risk of releasing misleading policies. In fact, when we contacted parties responsible for the contradictory policies, several fixed their policies (Section 3.4). Second, regulators can use PolicyLint’s definition of logical contradictions to identify deceptive policies. While the FTC has identified contradictory statements as problem areas within privacy policies [3], to our knowledge, there is no legal precedent regarding whether regulatory agencies would take action as a result of contradictory policies. However, we believe that some of our findings in Section 3 potentially fall under the FTC’s definition of deceptive practices [13]. We envision that regulators could deploy PolicyLint to audit companies’ privacy policies for misleading statements at large scale. Third, app markets, such as Google Play, can deploy PolicyLint similarly to ensure that apps posted in the store do not have misleading statements in their privacy policies. Furthermore, they can also use PolicyLint’s extraction of policy statements to automatically generate privacy labels to display on the markets to nudge users to less-privacy-invasive apps. Finally, automated techniques for analyzing privacy policies can use PolicyLint’s fine-grained extraction of policy statements and formalization of logical contradictions and narrowing definitions to help ensure tool soundness.

The rest of this paper is organized as follows. Section 2 describes PolicyLint’s design. Section 3 reports on our study using PolicyLint. Section 4 discusses limitations and future work. Section 5 describes related work. Section 6 concludes.

## 2 PolicyLint

PolicyLint seeks to identify contradictions within individual privacy policies for software. It provides privacy warnings based on contradictory sharing and collection statements within policies, but similar to lint tools for software, these warnings require manual verification. PolicyLint identifies
“candidate contradictions” within policies. A candidate contradiction is a pair of contradictory policy statements when considered in the most conservative interpretation (i.e., context-insensitive). Candidate contradictions that are validated by analysts are termed as “validated contradictions.” Manual verification is required due to the fundamental problems of ambiguity when interpreting the meaning of natural language sentences (i.e., multiple interpretations of the same sentence).

For example, consider the privacy policy for a popular recipe app (com.omniluxtrade.allrecipes). One part of the policy states “We do not collect personally identifiable information from our users.” It is clear from this sentence that the app does not collect any personal information. However, later the policy states, “We may collect your email address in order to send information, respond to inquiries, and other requests or questions.” Such sentence is a clear contradiction to the earlier sentence, as email address is considered personal information. As discussed in detail in Section 3, the cause for this underlying contradiction is that the developer does not consider email address as personal information.

To our knowledge, we are the first to characterize and automatically analyze contradictions within privacy policies. While PolicyLint is not the first NLP tool to analyze privacy policies, identifying contradictions requires addressing two broad challenges.

- **References to information are expressed at different semantic levels.** Prior work [26, 28] uses ontologies to capture subsumptive (i.e., “is-a”) relationships between terms; however, such ontologies are crowdsourced and subsumptive relationships are manually defined by the authors, leaving concerns of comprehensiveness and scalability. For example, prior work [26, 28] builds their ontology using only 50 and 30 policies, respectively. While crowdsourced ontologies could be comprehensive given unlimited time and manpower, crowdsourcing at large scale is infeasible due to limited resources. Furthermore, existing general-purpose ontologies do not capture all of the specific relationships required to reason over data types and entities mentioned within privacy policies.

- **Privacy policies include negative sharing and collection statements.** Most prior work [26, 28] operates at paragraph level and cannot capture negative sharing statements. Prior work [29, 32] that does capture negative statements misses complex statements (e.g., “will share personal information except your email address”). Such prior work extracts coarse-grained summaries of policy statements (paragraph-level [26, 28], document-level [32]) and can never precisely model negative statements or the entities involved. Their imprecision may result in incorrectly reasoning about 28.2% of policies due to their negation modeling (Finding 1 in Section 3).

We tackle these challenges using two key insights.

**Sentence structure informs semantics:** Sharing and collection statements generally follow a learnable set of templates. PolicyLint uses these templates to extract a four tuple from such statements: (actor, action, data object, entity). For example, “We [actor] share [action] personal information [data object] with advertisers [entity].” The sentence structure also provides greater insight into more complex negative sharing. For example, “We share personal information except your email address with advertisers.” PolicyLint extracts such semantics from policy statements by building on top of existing parts-of-speech and dependency parsers.

**Privacy policies encode ontologies:** Due to the legal nature of privacy policies, general terms are often defined in terms of examples or their constituent parts. While each policy might not define semantic relationships for all of the terms used in the policy, those relationships should exist in some other policies in our dataset. By processing a large number of privacy policies, PolicyLint automatically generates an ontology specific to policies (one for data objects and one for entities). PolicyLint extracts term definitions using Hearst patterns [16], which we have extended for our domain.

![Figure 1](image.png)

Figure 1 depicts the data flow within PolicyLint. There are three main components of PolicyLint: ontology generation, policy extraction, and contradiction analysis. The following sections describe these components. Readers interested in policy-preprocessing considerations can refer to Appendix A.

### 2.1 Ontology Generation

The goal of ontology generation is to define subsumptive (“is-a”) relationships between terms in privacy policies to allow reasoning over different granularities of language. PolicyLint operates on the intuition that subsumptive relationships are often embedded within the text of a privacy policy, e.g., an example of the types of data considered to be a specific class of information. The following example identifies that demographic information subsumes age and gender.

**Example 1.** *We may share demographic information, such as your age and gender, with advertisers.*

PolicyLint uses such sentences to automatically discover subsumptive relationships across a large set of privacy policies. It focuses on data objects and the entities receiving data.

PolicyLint uses a semi-automated and data-driven technique for ontology generation. It breaks ontology generation into three main parts. First, PolicyLint performs domain adaptation of an existing model of statistical-based named entity recognition (NER). NER is used to label data objects and entities within sentences, capturing not only terms, but also surrounding context in the sentence. Second, PolicyLint learns subsumptive relationships for labeled data objects and entities by using a set of 11 lexicosyntactic patterns with enforced named-entity label constraints. Third, PolicyLint takes a set...
of seed words as input and generates data-object/entity ontologies using the subsumptive relationships discovered in the prior step. It iteratively adds relationships to the ontology until a fixed point is reached. We next describe this process.

### 2.1.1 NER Domain Adaptation

To identify subsumptive relationships for data objects and entities, PolicyLint must identify which sentence tokens represent a data object or entity. For Example 1, we seek to identify “demographic information,” “age,” and “gender” as data objects, and “we” and “advertisers” as entities. PolicyLint uses a statistical-based technique of named-entity recognition (NER) to label data objects and entities within sentences. Prior research [26, 28, 29, 32] proposed keyphrase-based techniques for identifying data objects. However, keyphrase-based techniques are less versatile in practice: they cannot handle term ambiguity and variability, and they can identify only terms in their pre-defined list. For example, “internet service provider” can be both a data object and entity, which keyphrase-based techniques cannot differentiate. In contrast, statistical-based NER both resolves ambiguity and discovers “unseen” terms.

Unfortunately, existing NER models are not trained for our problem domain (data objects and collective terms describing entities, e.g., “advertisers”). Training an NER model from scratch is time-consuming due to the large amount of training data required to achieve reasonable performance. Therefore, PolicyLint takes an existing NER model and updates it using annotated training data from our problem domain. Specifically, PolicyLint adopts spaCy’s NER engine [17], which uses deep convolutional neural networks. We adapt the en_core_web_lg model to the privacy policy domain.

To perform domain adaptation, we gather 500 sentences as training data. Our training data is selected as follows. First, we randomly select 50 unique sentences from our policy dataset. Second, for each of the 9 lexicosyntactic patterns described in Section 2.1.2, we randomly select 50 sentences that contain the pattern (450 in total). We run the existing NER model on the training sentences to prevent the model from “forgetting” old annotations. We then manually annotate the sentences with data objects and entities.

When updating the existing NER model, we perform multiple passes over the annotated training data, shuffling at each epoch, and using minibatch training with a batch size of 4. To perform the domain adaptation, the current model predicts the NER labels for each word in the sentence and adjusts the synaptic weights in the neural network accordingly if the prediction does not match the annotation. We stop making passes over the training data when the loss rate begins to converge. We annotate an additional 100 randomly selected sentences as holdout data for testing the model. Table 1 shows the NER model performance before and after domain adaptation for our holdout dataset. PolicyLint achieves 82.2% and 86.8% precision for identifying data objects and entities, respectively.

### 2.1.2 Subsumptive Relationship Extraction

PolicyLint uses a set of 9 lexicosyntactic patterns to discover subsumptive relationships within sentences, as shown in Table 2. The first 5 are Hearst Patterns [16], and the last 4 are custom deviations based on observations of text in privacy policies. For each pattern, PolicyLint ensures that named-entity labels are consistent across the pattern (i.e., PolicyLint uses Hearst patterns enforcing constraints on named-entity labels). For example, Example 1 is recognized by the pattern “X, such as Y1, Y2, …, Yn” where X is a noun, Y1, Y2, …, Yn are all nouns, and the NER labels for X and each Yi are all data objects. Note that PolicyLint merges noun phrases before applying the lexicosyntactic patterns to ease extraction.

Given the set of extracted relationships, PolicyLint normalizes the relationships by lemmatizing the text and substituting terms with their synonym. For example, consider that “blood sugar levels” is a synonym for “blood glucose level.” Lemmatization turns “blood sugar levels” into “blood sugar level,” and synonym substitution turns it into “blood glucose level.” To identify synonyms, we output non-terminal (i.e., X value of the Hearst patterns) data objects and entities in the subsumptive relationships. We manually scan through the list and mark synonyms. We repeat the process with the terminal nodes that are included after constructing the ontology. We then output the data objects and entities labeled from all policies and sort the terms by frequency. We mark synonyms for the most frequent terms by keyword searching for related terms based on sub-strings and domain knowledge. For example, if “location” appears as a frequent term, we output all data objects that contain the word “location,” read through the list, and mark synonyms (e.g., “geographic location”). Next, we use domain knowledge to identify that “latitude and longitude” is a synonym of “location,” output the terms that contain those words, and manually identify synonyms.

---

### Table 1: NER Performance: Comparison of spaCy’s stock en_core_web_lg model versus our adapted domain model

<table>
<thead>
<tr>
<th>#</th>
<th>Pattern</th>
<th>Default</th>
<th>Adapted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X, such as Y1, Y2, …, Yn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>such X as Y1, Y2, …, Yn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>X [or] and other Y1, Y2, …, Yn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>X, including Y1, Y2, …, Yn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>X, especially Y1, Y2, …, Yn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1</td>
<td>X, e.g., [i.e.], Y1, Y2, …, Yn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>X {e.g., [i.e.], Y1, Y2, …, Yn}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>X, for example, Y1, Y2, …, Yn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H4</td>
<td>X, which may include Y1, Y2, …, Yn</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* H* = Hearst Pattern; H* = Custom Pattern

### Table 2: Lexicosyntactic patterns for subsumptive relationships

<table>
<thead>
<tr>
<th>#</th>
<th>Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>X, such as Y1, Y2, …, Yn</td>
</tr>
<tr>
<td>H2</td>
<td>such X as Y1, Y2, …, Yn</td>
</tr>
<tr>
<td>H3</td>
<td>X [or] and other Y1, Y2, …, Yn</td>
</tr>
<tr>
<td>H4</td>
<td>X, including Y1, Y2, …, Yn</td>
</tr>
<tr>
<td>H5</td>
<td>X, especially Y1, Y2, …, Yn</td>
</tr>
<tr>
<td>H6</td>
<td>X, e.g., [i.e.], Y1, Y2, …, Yn</td>
</tr>
<tr>
<td>H7</td>
<td>X {e.g., [i.e.], Y1, Y2, …, Yn}</td>
</tr>
<tr>
<td>H8</td>
<td>X, for example, Y1, Y2, …, Yn</td>
</tr>
<tr>
<td>H9</td>
<td>X, which may include Y1, Y2, …, Yn</td>
</tr>
</tbody>
</table>

* H* = Hearst Pattern; H* = Custom Pattern
2.1.3 Ontology Construction

PolicyLint generates ontologies by combining the subsumptive relationships extracted from policies with a set of seed terms (Table 3). For each ontology, PolicyLint iterates through each of the seeds, selecting relationships that contain it. PolicyLint then expands the term list from the relationships in that iteration. PolicyLint continues iterating over the relationships until no new relationships are added to the ontology. If there exists any inconsistent relationship where X is subsumed under Y and Y is subsumed under X, PolicyLint uses the relationship that has a higher frequency (i.e., appearing in more privacy policies). Once a fixed point is reached, PolicyLint ensures that there is only one root node by creating connections between any nodes that do not contain inward-edges with the root of the ontology (i.e., “information” for the data ontology, and “public” for the entity ontology). Finally, PolicyLint ensures that no cycles exist in the ontology by identifying simple cycles in the graph and removing an edge between nodes to break the cycle. PolicyLint chooses which edge to remove by finding the edge that appears least frequently in the subsumptive relationships and ensures that the destination node has more than one in-edge to ensure that a new root node is not created.

2.2 Policy Statement Extraction

The goal of policy statement extraction is to extract a concise representation of a policy statement to allow for automated reasoning over this statement. We represent data sharing and collection statements as a tuple \((\text{actor}, \text{action}, \text{data object}, \text{entity})\) where the \text{actor} performs some \text{action} (i.e., share, collect, not share, not collect) on the \text{data object}, and the \text{entity} represents the entity receiving the data object. For example, the statement, “We will share your personal information with advertisers,” can be represented by the tuple of (we, share, personal information, advertisers). PolicyLint extracts complete policy statements from privacy policy text by using patterns of the grammatical structures between data objects, entities, and verbs that represent sharing or collection (for brevity we call these verbs SoC verbs). This section describes the steps in policy statement extraction.

2.2.1 DED Tree Construction

The goal of constructing the data and entity dependency (DED) trees is to extract a concise representation of the grammatical relationships between the data objects, entities, and SoC verbs (i.e., the verbs that represent sharing or collection). The main intuition behind constructing these trees is to allow PolicyLint to infer semantics of the sentence based on the grammatical relationships between the tokens (i.e., who collects/shares what with whom). The DED tree for a sentence is derived from the sentence’s dependency-based parse tree. However, the DED tree removes nodes and paths that are not relevant to the data objects, entities, or SoC verbs, and performs a set of simplifications to generalize the representation. The transformation for Example 2 is shown in Figure 2.

Example 2. If you register for our cloud-based services, we will collect your email address.

To construct DED trees, PolicyLint parses a sentence and uses its custom-trained NER model to label data objects and entities within the sentence (Section 2.1). PolicyLint merges noun phrases and iterates over sentence tokens to label SoC verbs by ensuring that the PoS (part-of-speech) tag of the token is a verb and the lemma of the verb is in PolicyLint’s manually curated list of terms (Table 4). PolicyLint also labels the pronouns, “we,” “I,” “you,” “me,” and “us,” as entities during this step. PolicyLint then extracts the sentence’s dependency-based parse tree whose nodes are labeled with the data object, entity, and SoC verb labels as discussed earlier.

Negated Verbs: PolicyLint identifies negated verbs by checking for negation modifiers in the dependency-based parse tree. If the verb is negated, PolicyLint labels the node as negative sentiment. PolicyLint propagates the negative sentiment to descendant verb nodes in three cases. First, if a descendant verb is part of a conjunctive verb phrase with the negated verb, negative sentiment is propagated. For example, “We do not sell, rent, or trade your personal information,” means “not sell,” “not rent,” and “not trade.” Second, if the descendant verb has an open clausal complement to the negated verb, negative sentiment is propagated. For example, “We do not require you to disclose any personal information,” initially has “require” marked with negative sentiment. Since “disclose” is an open clausal complement to “require,” it is marked with negative sentiment. Third, if the descendant verb is an adversial clause modifier to the negated verb, negative sentiment is propagated. For example, “We do not collect your information to share with advertisers,” initially has “collect” marked with negative sentiment. Since “share” is an adversial clause modifier to “collect,” “share” is marked with negative sentiment.

Exception Clauses: PolicyLint identifies exception clauses by traversing the parse tree and finding terms that represent exceptions to a prior statement, such as “except,” “unless,”
“aside/apart from,” “with the exception of,” “besides,” “without,” and “not including.” For each identified exception clause, PolicyLint traverses down the parse tree from the exception clause to identify verb phrases (subject-verb-object) and noun phrases related to that exception. PolicyLint then traverses upward from the exception term to identify the nearest verb node and appends as a node attribute the list of noun phrases and verb phrases identified in the downward traversal.

In certain cases, the term may not have a subtree. For example, the exception term may be a marker that introduces a subordinate clause. In the sentence, “We will not share your personal information unless consent is given,” the term “unless” is a marker that introduces the subordinate clause “your consent is given.” For empty sub-trees, PolicyLint attempts the downward traversal from its parent node.

DED Tree construction: Finally, PolicyLint constructs the DED tree by computing the paths between labeled nodes on the dependency-based parse tree, copying labels and attributes described above. Note that PolicyLint also copies over all unlabeled subjects and direct objects from the parse tree, as they are needed to extract the information. PolicyLint further simplifies the tree by merging conjuncts of SoC verbs into one node if the coordinating conjunction is “and” or “or.” For example, “We will not sell, rent, or trade your personal information,” can be simplified by collapsing “sell,” “rent,” and “trade” into one node. The resulting node’s label is a union of all of the tags of the merged verbs (i.e., {share} + {collect} = {share, collect}). Similarly, PolicyLint repeats the same process for conjuncts of data objects and entities.

PolicyLint then prunes the DED tree by iterating through the nodes labeled as verbs in the graph and performing the following process. First, for a verb node labeled as an SoC verb, PolicyLint ensures that its sub-tree contains at least one other node labeled as an SoC verb, data object, or entity. If the node’s sub-tree does not meet this condition, PolicyLint removes the sub-tree rooted at the node labeled as an SoC verb. Second, for verb nodes not labeled as SoC verbs, PolicyLint ensures that at least one SoC verb is contained in its sub-tree and that it meets the preceding conditions for an SoC verb. Similarly, if these conditions are not met, PolicyLint also removes the sub-tree rooted at that non-labeled verb node. For example, this pruning step causes the sub-tree rooted at the verb “register” to be removed in Figure 2.

2.2.2 SoC Sentence Identification

To identify sentences that describe sharing and collection practices, PolicyLint takes a set of positive examples of sentences as input and then extracts their DED trees to use as known patterns for sharing and collection phrases. In particular, we start by feeding PolicyLint a set of 560 example sentences that describe sharing and collect practices. PolicyLint generates the DED trees from these sentences and learns 82 unique patterns. The example sentences are auto-generated from a set of 16 sentence templates (Appendix B). We choose to auto-generate the sentences, because it is challenging to manually select a set of sentences with diverse grammatical structures. Our auto-generation does not adversely impact PolicyLint’s extensibility, as adding a new pattern is as simple as feeding PolicyLint a new sentence for reflecting this new pattern.

PolicyLint iterates through each sentence of a given privacy policy. If the sentence contains at least one SoC verb and data object (labeled by NER), PolicyLint constructs the DED tree. PolicyLint then compares the sentence’s DED tree to the DED tree of each known pattern. A pattern is matched if (1) the sentence’s DED tree are equivalent to the ones of the known pattern’s DED tree (e.g., {entity, SoC_verb, data}), and (2) the known pattern’s DED tree is a subtree of the sentence’s DED tree.

For a tree $t_1$ to be a subtree of tree $t_2$, (1) the tree structure must be equivalent, (2) the dependency labels on edges between nodes must match, and (3) the following three node conditions must hold. First, for SoC verb nodes to match, they must have a common lemma. For example, a node with the lemmas {sell, rent} matches a node with lemma {rent}. Second, if the node’s part-of-speech is an apposition, the tags, dependency label, and lemmas must be equal. Third, for all other nodes, the tags and dependencies must be equal.

On sub-tree match, PolicyLint records the nodes in the sub-tree match and continues the process until either (1) each pattern is checked, or (2) the entire DED tree has been covered by prior sub-tree matches. If at least one sub-tree match is found, PolicyLint identifies the sentence as a potential SoC sentence and begins extracting the policy statement tuple.

2.2.3 Policy Extraction

The goal of policy extraction is to transform the DED tree into a (actor, action, data object, entity) tuple for a policy state-
ment. PolicyLint performs extraction starting with the SoC nodes present in the sub-tree matches. If multiple SoC nodes exist in the sub-tree matches, multiple tuples are generated. However, multiple sub-tree matches over the same SoC node result in the generation of only one tuple. The SoC determines the action (e.g., collect, not_collect). The action’s sentiment is determined based on whether the node is labeled with positive or negative sentiment, as discussed in Section 2.2.1.

**Actor Extraction:** To extract the actor, PolicyLint starts from the matching SoC verb node. The actor is a labeled entity chosen from the (1) subject, (2) prepositional object, or (3) direct object (in that order). However, if the dependency is an open clausal complement or adverbial clause modifier, PolicyLint prioritizes the direct object and prepositional object over the subject. For example, “We do not require you to disclose any personal information,” has “disclose” as an open clausal complement to “require.” In this case, the correct actor of this policy statement is the user (i.e., “you”) rather than the vendor (i.e., “we”), which is correctly captured due to PolicyLint’s dependency-based prioritization rules. If no match is found, PolicyLint traverses up one level in the DED tree and repeats. Finally, if no match is found, PolicyLint assumes that the actor is the implicit first party.

**Data Object Extraction:** To extract the data objects, PolicyLint starts from the matching SoC verb node. It traverses down the DED tree to extract all nodes labeled as data objects. The traversal continues until another SoC verb is reached. If no data objects are found, and the verb’s subject and direct object are not labeled as a data object, PolicyLint extracts the data objects from the nearest ancestor SoC verb.

**Entity Extraction:** To extract the entities, PolicyLint starts from the matching SoC verb node. It traverses down the DED tree extracting all nodes labeled as entities that are not actors. The traversal continues until another SoC verb is reached.

**Exception Clauses:** PolicyLint considers exception clauses if the verb is marked with negative sentiment (e.g., not collect, not share), creating a cloned policy statement with the sentiment to change. We do not handle exception clauses for positive sentiment. For example, “We might also share personal information without your consent to carry out your own requests,” still shares personal information.

For negative sentiment verbs, there are three cases. First, if the exception clause’s node attribute contains only data objects, PolicyLint replaces the data objects of the new policy with the data objects under the exception clause. For example, “We will not collect your personal information except for your name and phone number,” produces policies: (we, not_collect, personal information, NULL), (we, collect, [name, phone number], NULL). Second, if all noun phrases have an entity label, PolicyLint replaces the entities of the new policies with the entities under the exception attribute. For example, “We do not share your demographics with advertisers except for AdMob,” produces policies: (we, not_share, demographics, advertisers) and (we, share, demographics, AdMob). Third, if the labels are not data objects or entities, PolicyLint removes the initial policy statement. For example, “We will not collect your personal information without your consent,” produces the policy: (we, collect, personal information, NULL).

**Policy Expansion:** PolicyLint may extract multiple actors, actions, data objects, and entities when creating policy statements. These complex tuples are expanded. For example, ([we], [share, sell], [location, age], [Google, Facebook]) is expanded to (we, share, location, Google), (we, share, location, Facebook), (we, share, age, Google), etc.

### 2.3 Policy Contradictions

PolicyLint’s components of ontology generation and policy extraction identify the sharing and collection statements in privacy policies. This section formally defines a logic for characterizing different contradictions. It then describes how PolicyLint uses this logic to identify candidate contradictions within privacy policies. We note that contradictions may occur between an app’s privacy policy and the privacy policies of third-party libraries (e.g., advertisement libraries). While our study focuses specifically on contradictions within an individual privacy policy, the formal logic and subsequent analysis tools may also be used to include the privacy policies for third-party libraries with minimal modification.

#### 2.3.1 Policy Simplification

PolicyLint simplifies policy statements for contradiction analysis. We refer to the (actor, action, data object, entity) tuple defined in Section 2.2 as a Complete Policy Statement (CPS). We simplify CPS statements about the sharing of data (i.e., action is share or not share) by capturing sharing as collection.

**Definition 1 (Simplified Policy Statement: SPS).** An SPS is a tuple, $p = (e, c, d)$, where $d$ is the data object discussed by the statement, $c \in \{\text{collect, not\_collect}\}$ represents whether the object is collected or not collected, and $e$ is the entity receiving the data object.

To transform a CPS into an SPS, we leverage three main insights. First, policies do not typically disclose whether the sharing of the data occurs at the client side or server side. Therefore, an actor sharing a data object with an entity may imply that the actor is collecting the data and performing the data sharing at the server side. In this case, a new policy statement would need to be generated for allowing the actor to collect the data object (Rule T1, Table 5). Second, a data object being shared with an entity may imply that the entity is collecting the information from the mobile device (Rule T2, Table 5). Similarly, a policy for stating that the actor does not share a data object with an entity implies that the entity is not collecting the data from the mobile device (Rule T3, Table 5). Finally, a policy for stating that the actor does not share a data object implies that the actor collects the data object, because
the policy would likely have not mentioned not sharing data that was never collected (Rule T4, Table 5).

However, there are two special cases. First, PolicyLint treats only verb lemmas “save” and “store” with positive sentiment (“not saving/storing” does not mean “not collecting”). Second, PolicyLint ignores negative statements with verb lemma “use.” This case leads to false positives, as PolicyLint does not extract the collection purpose. For example, “We do not use your location for advertising,” means that it is not collected for the specific purpose of advertising.

### 2.3.2 Contradiction Types

We model an app’s privacy policy as a set of simplified policy statements \( P \). Let \( D \) represent the total set of data objects and \( E \) represent the total set of entities, as represented by ontologies for data objects and entities, respectively. A policy statement \( p \in P \) is a tuple, \( p = (e, c, d) \) where \( d \in D \), \( e \in E \), and \( c \in \{\text{collect, not_collect}\} \) (Definition 1).

Language describing policy statements may use different semantic granularities. One policy statement may speak in generalizations over data objects and entities while another statement may discuss specific types. For example, consider the policies \( p_1 = (\text{advertiser, not_collect, demographics}) \) and \( p_2 = (\text{Google Admob, collect, age}) \). If we want to identify contradictions, we need to know that Google AdMob is an advertiser and age is demographic information. These relationships are commonly referred to as subsumptive relationships where a more specific term is subsumed under a more general term (e.g., AdMob is subsumed under advertisers and age is subsumed under demographics).

We use the following notation to describe binary relationships between terms representing data objects and entities.

**Definition 2** (Semantic Equivalence). Let \( x \) and \( y \) be terms partially ordered by an ontology \( o \). \( x \equiv_o y \) is true if \( x \) and \( y \) are synonyms, defined with respect to an ontology \( o \).

**Definition 3** (Subsumptive Relationship). Let \( x \) and \( y \) be terms partially ordered by “is-a” relationships in an ontology \( o \). \( x \sqsubseteq_o y \) is true if term \( x \) is subsumed under the term \( y \) such that \( x \neq_o y \). Similarly, \( x \sqsubseteq_o y \iff x \sqsubseteq_o y \lor x \equiv_o y \).

Note that Definitions 2-3 parameterize the operators with an ontology \( o \). PolicyLint operates on two ontologies: data objects and entities. Therefore, the following discussion parameterizes the operators with \( \delta \) for the data object ontology and \( \varepsilon \) for the entity ontology. For example, \( x \equiv_\delta y \) and \( x \equiv_\varepsilon y \).

A contradiction occurs if two policy statements suggest that entities both may and may not collect or share a data object.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Transformation Rules</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>(actor, share, data object, entity) (\rightarrow) (actor, collect, data object)</td>
<td>Unknown whether sharing occurs at the client side or server side</td>
</tr>
<tr>
<td>T2</td>
<td>(actor, share, data object, entity) (\rightarrow) (entity, collect, data object)</td>
<td>Can observe only client-side behaviors</td>
</tr>
<tr>
<td>T3</td>
<td>(actor, not_share, data object, entity) (\rightarrow) (entity, not_collect, data object)</td>
<td>Can observe only client-side behaviors</td>
</tr>
<tr>
<td>T4</td>
<td>(actor, not_share, data object, entity) (\rightarrow) (actor, collect, data object)</td>
<td>If mention not share, assume implicit collection</td>
</tr>
</tbody>
</table>

### Table 5: Rules that transform a CPS into an SPS

### Table 6: Contradictions \((C)\) and Narrowing Definitions \((N)\)

<table>
<thead>
<tr>
<th>Rule</th>
<th>Logic</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_1)</td>
<td>(e_i \equiv_\varepsilon e_j \land d_k \equiv_\delta d_l)</td>
<td>(companyX, collect, email address) (companyX, not_collect, email address)</td>
</tr>
<tr>
<td>(C_2)</td>
<td>(e_i \equiv_\varepsilon e_j \land d_k \sqsubseteq_\delta d_l)</td>
<td>(companyX, collect, email address) (companyX, not_collect, email address)</td>
</tr>
<tr>
<td>(C_3)</td>
<td>(e_i \sqsubseteq_\varepsilon e_j \land d_k \equiv_\delta d_l)</td>
<td>(companyX, collect, email address) (companyX, not_collect, email address)</td>
</tr>
<tr>
<td>(C_4)</td>
<td>(e_i \sqsubseteq_\varepsilon e_j \land d_k \sqsubseteq_\delta d_l)</td>
<td>(companyX, collect, email address) (companyX, not_collect, personal info)</td>
</tr>
<tr>
<td>(C_5)</td>
<td>(e_i \sqsubseteq_\varepsilon e_j \land d_k \equiv_\delta d_l)</td>
<td>(advertiser, collect, email address) (companyX, not_collect, personal info)</td>
</tr>
<tr>
<td>(N_1)</td>
<td>(e_i \equiv_\varepsilon e_j \land d_k \equiv_\delta d_l)</td>
<td>(companyX, collect, personal info) (companyX, not_collect, email address)</td>
</tr>
<tr>
<td>(N_2)</td>
<td>(e_i \sqsubseteq_\varepsilon e_j \land d_k \equiv_\delta d_l)</td>
<td>(companyX, collect, personal info) (advertiser, not_collect, email address)</td>
</tr>
<tr>
<td>(N_3)</td>
<td>(e_i \sqsubseteq_\varepsilon e_j \land d_k \equiv_\delta d_l)</td>
<td>(advertiser, collect, email address) (companyX, not_collect, email address)</td>
</tr>
<tr>
<td>(N_4)</td>
<td>(e_i \sqsubseteq_\varepsilon e_j \land d_k \sqsubseteq_\delta d_l)</td>
<td>(advertiser, collect, personal info) (companyX, not_collect, email address)</td>
</tr>
</tbody>
</table>

Contradictions can occur at the same or different semantic levels. For example, the simplest form of contradiction is an exact contradiction where a policy states that an entity will both collect and not collect the same data object, \( e.g., (\text{advertiser, collect, age}) \) and \( (\text{advertiser, not_collect, age}) \). Due to subsumptive relationships (Definitions 3), there are 3 relationships between terms \( (x \equiv_o y, x \sqsubseteq_o y, \text{ and } x \sqsubseteq_o y) \). Each binary relationship applies to both entities and data objects. Thus, there are \( 3^2 = 9 \) types of contradictions, as shown in Table 6.

Contradictions have two primary impacts when privacy policies are analyzed. First, all contradictions impact analysis techniques that seek to automatically reason over policies and may result in these techniques making incorrect or inconsistent decisions. For example, unlike firewall rules that have a specific evaluation sequence, privacy policy statements do not have a specific pre-defined sequence of evaluation. Therefore, analysis techniques may make incorrect or inconsistent decisions based on the order in which they evaluate policy statements. Second, contradictions may impact a human analyst’s understanding of a privacy policy, such as by containing misleading statements. We define two groupings of contradictions based on whether they may impact a human’s comprehension of privacy policies or solely impact automated analysis.

**Logical Contradictions** \((C_{1-3})\): Logical contradictions are contradictory policy statements that are more likely to cause harm if users and analysts are not aware of the contradictory statements. Logical contradictions may cause difficulties when humans attempt to comprehend or interpret the sharing
and collection practices discussed in the policy. They can be characterized as either exact contradictions (C₁) or those that discuss not collecting broad types of data and later discuss collecting exact or more specific types (C₂–S). One example is a policy that initially claims not to collect personal information, but later in fine print discloses collecting a user’s name and email address for advertisers. Similar to the goal of software lint tools, PolicyLint flags logical contradictions as problems within policies to allow a human analyst to manually inspect the statements and analyze intent. As shown in Section 3, these contradictions may lead to the identification of intentionally deceptive policy statements or those that may result in ambiguous interpretations.

**Narrowing Definitions (N₁–₄):** Narrowing definitions are contradictory policy statements where broad information is stated to be collected, and specific data types are stated not to be collected. These statements narrow the scope of the types of data that are collected, such as stating that personal information is collected while your name is not collected. Note that narrowing definitions are not necessarily an undesirable property of policies, because saying that a broad data type is collected does not necessarily imply that every specific subtype is collected, but narrowing definitions may result in vague policies. There may be clearer ways for policy writers to convey this information, such as explicitly stating the exact data types collected and shared. For example, if the app collects your email address, the policy could directly state, “We collect your email address,” instead of including a narrowing definition, such as “We collect personal information. We do not collect your name.” However, policies that narrow the scope of their data sharing and collection practices can be seen as more desirable in contrast to policies that just disclose practices over broad categories of data. Nonetheless, narrowing definitions impact the logic behind analysis techniques, as they must consider prioritization of data objects and entities.

### 2.3.3 Contradiction Identification

PolicyLint uses the contradiction types from Table 6 to determine a set of candidate contradictions. It then uses a set of heuristics to reduce the set of candidate contradictions that are potentially low-quality indicators of underlying problems. PolicyLint removes contradictions that occur based on potentially poor relationships discovered in the ontologies. For example, PolicyLint filters out contradictions that occur between certain data object pairs, such as “usage information” and “personal information.” Contradictions whose entities refer to the user (e.g., “user,” “customer,” “child”) or involve terms for general data objects (e.g., “information,” “content”) or entities (e.g., “individual,” “public”) are also removed. Finally, PolicyLint removes candidate contradictions where a negative-sentiment policy statement may be conditioned with age restrictions or based on user choice by searching for common phrases in the sentences that are used to generate the policy statements (e.g., “under the age of,” “from children,” “you do not need to provide”). Note that some of these reductions may occur during candidate set construction to reduce complexity of the analysis.

**Candidate Set Filtering:** PolicyLint further filters the set of candidate contradictions into subsets based on the data objects involved in the contradictions to allow for targeted exploration during verification. For example, all of the contradictions with statements involving collecting email address but not collecting personal information are placed into one subset (e.g., (*, collect, email address) and (*, not_collect, PII)).

**Contradiction Validation:** Given the filtered subsets of can-
candidate contradictions, the next step is to explore certain subsets and validate candidate contradictions. To validate a candidate contradiction, the analyst reads through the policy statements and sentences that are used to generate them in context of the entire policy, and makes a decision.

3 Privacy Study

Our primary motivation for creating PolicyLint is to analyze contradictory policy statements within privacy policies. In this section, we use PolicyLint to perform a large-scale study on 11,430 privacy policies from top Android apps.

**Dataset Collection:** To select our dataset, we scrape Google Play for the privacy policy links of the top 500 free apps for each of Google Play’s 35 app categories in September 2017. Note that the “top free apps” are based on the ranking provided by Google Play (“topselling_free” collection per app category). We download the HTML privacy policies using the Selenium WebDriver in a headless Google Chrome browser to allow for the execution of dynamic content (e.g., JavaScript). We exclude apps that do not have a privacy policy link on Google Play, those whose pages are unreachable at the time of collection, and privacy policies where the majority of the document is not English, as discussed in Appendix A. We convert the HTML policies to plaintext documents. Our final dataset consists of 11,430 privacy policies.

### 3.1 General Policy Characteristics

PolicyLint extract sharing and collection policy statements from 91% of the policies in our dataset (10,397/11,430). From those policies, PolicyLint extract 438,667 policy statements from 177,169 sentences that PolicyLint identifies as a sharing or collection sentence. Of those policy statements, 32,876 have negative sentiment and 405,789 have positive sentiment. In particular, 60.5% (6,912/11,430) of the policies have at least one negative-sentiment policy statement and 89.6% (10,239/11,430) of the policies have at least one positive-sentiment policy statement. We explore why PolicyLint does not extract policy statements for 9% of the policies by analyzing a random subset of 100 policies and find that it is mainly due to dataset collection or preprocessing errors (Appendix C).

**Finding 1:** Policies frequently contain negative sentiment policy statements that discuss broad categories of data. For 60.5% of the policies with at least one negative sentiment policy statement, the data object “personal information” appears in 67.7% of those policies (4,681/6,912). This result demonstrates the importance of handling negative policy statements, as around 41.0% of the policies contain a negative sentiment policy statement for claiming that a broad type of data (i.e., “personal information”) is not collected. Further, we measure the distance from the negation (i.e., “not”) to the verb that the negation modifies, and find that 28.2% (3,234/11,430) of the policies have a distance greater than one word away. This result calls into question prior approaches [26,28] that assume only positive sentiment when considering sharing and collection statements, as the prior approaches could be incorrect up to 60.5% of the time when reasoning over sharing and collection statements. Further, approaches [32] that handle negations using bigrams would have failed to reason about 28.2% of the policies.

### 3.2 Candidate Contradictions

Based on PolicyLint’s fine-grained policy statement extraction, we find that 59.1% (6,754/11,430) of the policies are candidates for contradiction analysis, as they contain at least one positive and one negative sentiment policy statements. Among these policies, there are 13,871 and 129,575 policy statements with negative and positive sentiment, respectively.

**Finding 2:** For candidate contradictions, 14.2% of the privacy policies contain logical contradictions \((C_{1-5})\). PolicyLint identifies 9,906 logical contradictions across around 14.2% \((1,618/11,430)\) of the policies. Therefore, 14.2% of the policies may contain potentially misleading statements. Figure 3 shows that around three-fifths \((59.2\%)\) of the policies with at least one logical contradiction have 2 or fewer unique contradictions. The relatively low number of candidate contradictions per policy indicates that manual validation is feasible. As roughly 6 in 7 policies are not contradictory, writing policies without logical contradictions is possible.

**Finding 3:** Contradiction prevalence and frequency do not substantially vary across Google Play app categories. Figure 4a shows the ratio of policies containing candidate contradictions per each Google Play category. The categories with policies most and least prone to contradiction are **Beauty** and **Events**, respectively. However, when analyzing the policies within those categories, we find that their means are skewed by contradictory policies for apps by the same developer. When we recompute the means without the outliers, these categories follow the general trend. Policies with logical contradictions accompany 7.3% to 20.9% of apps across all categories. We find that policies with logical contradictions are not substantially more prevalent in particular categories of apps, but instead occur consistently in apps from every category. We also find that prevalence of logical contradiction...
We find that frequency of logical contradiction for contradictory policies does not substantially vary by download count as well. Figure 4b displays the average number of unique candidate contradictions per category: Logical contradictions ($C_{1-5}$) and narrowing definitions ($N_{1-4}$) are both widely prevalent across Google Play categories.

Figure 4: Distribution of Candidate Contradictions across Google Play Categories.

Finding 4: Negative sentiment policy statements that discuss broad categories of data are problematic. Figure 5 shows the frequency of the most common data-type pairs referred to in contradictory policy statements. The contradictory policy statements in the topmost row are most problematic. This row represents logical contradictions, which are either (1) exact contradictions or (2) discussion of not collecting broad types of data and collecting more specific data types ($C_{1-5}$).

As we demonstrate in Section 3.3, logical contradictions can lead to a myriad of problems when one interprets the policy including making interpretation ambiguous in certain cases. The leftmost column corresponds to narrowing definitions ($N_{1-4}$), which solely impact automated analysis techniques, as discussed in Section 2.3.

Finding 5: For candidate contradictions, 17.7% of the privacy policies contain at least one or more logical contradictions ($C_{1-5}$) or narrowing definitions ($N_{1-4}$). PolicyLint identifies 17,986 logical contradictions and narrowing definitions across around 17.7% (2,028/11,430) of the policies. Figure 3 shows that slightly more than half (57.0%) of the contradictory policies have 3 or fewer unique logical contradictions and narrowing definitions. As discussed in Section 2.3, logical contradictions and narrowing definitions impact approaches that seek to automatically reason over privacy policies. To
correctly reason over contradictions, analysis techniques must include logic to prioritize specificity of data types and entities, and be able to identify potentially undecidable cases, such as exact contradictions (C_1). No prior approaches [26, 28, 29, 32] that attempt to reason over policies operate at the required granularity to identify contradictions or contain the logic to correctly reason over them. Therefore, these prior approaches could make incorrect or inconsistent decisions around 17.7% of the time around 1–3 times per policy on average. We perform similar analysis across categories as Finding 3 and find that logical contradictions and narrowing definitions do not substantially vary across Google Play categories.

3.3 Deeper Findings

In this section, we describe the findings from validating candidate contradictions. We limit our scope to logical contradictions (C_1–5), as they may be indicative of misleading policy statements. Due to resource constraints, we do not validate all 9,906 candidate logical contradictions from the 1,618 policies. Instead, we narrow the scope of our study by choosing categories of candidate contradictions to focus on. Our selection and validation methodology is described below.

Selection Methodology: To select the categories of candidate contradictions to focus on, we analyze Figure 5 for the data objects involved in the contradictory statements. We limit our scope to logical contradictions (C_1–5) that discuss not collecting “personal information” and collecting “email address,” “device identifier,” or “personal information.” We also explore two other categories of candidate contradictions in which one type of data can be derived from the other type; these categories caught our attention when analyzing the heat map. Within each category of candidate contradictions, we choose which candidate contradictions to validate by sorting the contradictions based on the belonging app’s popularity and working down the list. We spend around one week validating contradictions where our cutoffs are due to time constraints and attempting to achieve coverage across categories.

Validation Methodology: To validate candidate contradiction, one of three student authors reads through the sentences that are used to generate each policy statement for the candidate contradiction to ensure correctness of policy statement extraction. If there is an error with policy statement extraction, we record the candidate contradiction as a false positive and stop analysis. Next, we locate the sentences within the policy and view the context in which they appear (i.e., section, surrounding sentences) to determine whether the policy statements are contradictory. We try to determine why the contradiction occurs if possible and record any observations. If the author is uncertain about his/her decision, a second author analyzes it. The two authors discuss and resolve conflicts, with no conflicts left unresolved after discussion.

3.3.1 Personal Information and Email Addresses

For candidate contradictions with negative statements about “personal information” and with positive statements about “email address,” we find 618 candidate contradictions across 333 policies (C_2, C_4, C_5) We validate 204 candidate contradictions from 120 policies. We find that 5 candidate contradictions are false positives due to inaccuracies of labeling data objects by the NER model. From the 199 remaining candidate contradictions across 118 policies, we have the following main findings. Note that for the findings discussed below, the terms “personally identifiable information” and “personal information” are commonly used synonymously in USA regulations, and “personal data” is considered the EU equivalent albeit covering a broader range of information.

Finding 6: Policies are stating certain types of common personally identifiable information, such as email addresses, as non-personally identifiable. When validating 14 candidate contradictions, we find 14 policies for explicitly stating that they do NOT consider email address as personally identifiable information. 11 of those policies are released by the same developer (OmniDroid) where the most popular app in the set (com.omniluxtrade.allrecipes) has over 1M+ downloads. OmniDroid’s policy explicitly lists email address when defining non-personally identifiable information. The remaining 3 policies belong to another app developer, PlayToddlers. The apps are explicitly targeted toward children from 2-8 years old and have between 500K-1M+ downloads for each app. Their policy states the following sentence verbatim, “When the user provides us with an email address to subscribe to the “PlayNews” mailing list, the user confirms that this address is not a personal data, nor does it contain any personal data.”

The fact that any privacy policies are declaring email addresses as non-personal information is surprising, as it goes against the norms of what data is considered personal information as defined by regulations (e.g., CalOPPA, GDPR),

![Figure 5: Log 10 Frequency of Data-Type Pairs in Contradictions](image)
standards bureaus (NIST), and common sense.

**Finding 7:** Services that auto-generate template-based policies for app developers are producing contradictory policies. During our validation process, we notice that many policies have similar structural compositions and contain a lot of the same text in paragraphs. When validating 78 candidate contradictions, we find 59 contradictory policies that are automatically generated or used templates. Identiﬁcations of device statements from various developers suggest that some policies may be generated automatically or acquired from a template. We investigate these cases and identify 59 policies that use 3 unique templates. We check that these policies are not ones for apps created by the developers or organization. Findings 8 and 11 discuss the problems caused by the templates. This result demonstrates that poor policy generators can be a contributing factor for numerous contradictory policies.

**Finding 8:** Policies use blanket statements affirming that personal information is not collected and contradict themselves by stating that subtypes of personal information are collected, such as email addresses. When validating 182 candidate contradictions, we ﬁnd 104 policies for broadly making blanket statements that personal information is not collected in one part of the policy and then directly contradicting their prior statements by disclosing that they collect email addresses. We ﬁnd 69 of those policies (127 validated contradictions) for stating that they do not collect personal information, but later stating that they collect email addresses for some purpose. Of those 69 policies, 32 policies deﬁne email address as personal information in one part of their policy. Due to the lack of deﬁnition of what they consider personal information in the other 37 policies, it is unclear whether they do not consider email address as personal information or are just contradictory.

The same organization (emoji-keyboard.com) produces 20 of those policies that explicitly deﬁne email addresses as personal information, but contradict themselves. The most popular app in that group has 50M+ downloads (emoji.keyboard.emoticonkeyboard). The following two sentences are in the policy verbatim: (1) “Since we do not collect Personal Information, we may not use your personal information in any way”; (2) “For users that opt in to Emoji Keyboard Cloud, we will collect your email address, basic demographic information and information concerning the words and phrases that you use (“Language Modeling Data”) to enable services such as personalization, prediction synchronization and backup.” This case is clearly a contradictory statement and arguably a misleading practice.

A policy for a particular app with 1M+ downloads (com.picediting.haircolorchanger) appears to have been potentially trying to mislead users by using bold text to highlight desirable properties and then contradicting themselves. For example, the following excerpt is in the policy verbatim including the bold typography: “We do not collect any Personal information but it may be collected in a number of ways. We may collect certain information that you voluntarily provide to us which may contain personal information. For example, we may collect your name, email address you provide us when you contact us by e-mail or use our services...”

The use of bold typography and general presentation of these policy statements could potentially be considered as attempting to deceive the reader, who may not perform a close read of the text in fine-print. This finding validates PolicyLint’s value in flagging problematic areas in policies to aid in the identiﬁcation of deceptive statements.

**Finding 9:** Policies consider hashed email addresses as pseudonymized non-personal information and share it with advertisers. When validating three candidate contradictions, we ﬁnd that two policies discuss sharing hashed email addresses with third parties, such as advertisers. One candidate contradiction is a false positive due to misclassifying a sentence discussing opt-out choices as a sharing or collection sentence. The other policy belongs to an app named Tango (com.sgiggle.production). Tango is a messaging and video call app, which has over 100M+ downloads on Google Play and according to their website has 390M+ users globally. Their policy states the following sentences verbatim, “For example, we may tell our advertisers the number of users our app receives or share anonymous identiﬁers (such as device advertising identiﬁers or hashed email addresses) with advertisers and business partners.” Tango explicitly states that they consider hashed email addresses as anonymous identiﬁers. It is arguable whether hashing is sufﬁcient for pseudonymization as deﬁned by GDPR, as it is likely that advertisers are using hashed email addresses to identify individuals.

### 3.3.2 Personal Information and Device Identifiers

For the candidate contradictions with negative statements about “personal information” and with positive statements about “device identiﬁers,” we ﬁnd 234 candidate contradictions across 155 policies. We investigate this group of candidate contradictions as there are differing regulations across countries on whether device identiﬁers are considered personal information. For example, various court cases within the US (Robinson v. Disney Online, Ellis v. Cartoon Network, Eichenberger v. ESPN) rule that device identiﬁers are not personal information. However, the GDPR deﬁnes device identiﬁers as personal information. Therefore, our goal is to check whether policies are complying to the stricter GDPR deﬁnition of personal information or to the US deﬁnition, as the outcome could hint toward problems with complying to regulations across country boundaries. In total, we validate 10 candidate contradictions across 9 policies.

**Finding 10:** Policies are considering device identiﬁers as non-personal information, raising concerns regarding globalization of their policies. When validating 10 candidate contradictions, we ﬁnd 9 policies for stating that they do not collect personal information, but later state that they collect device identiﬁers. We ﬁnd that classification of device identiﬁers...
varies across policies. We find 4 policies that explicitly describe device identifiers as non-personal information. The most popular app is Tango (com.sgiggle.production), which boasts of 390M+ global users on their website. It is likely a safe assumption that some of those users are in the EU, which is subject to GDPR. As their current policy still contains this statement, it may hint that they may not be GDPR compliant.

To reduce the threats to the validity of our claims, we request the 9 policies using a proxy to route the traffic through an EU country (Germany) to ensure that an EU-specific policy is not served based on the origin of the request. We request the English version of the policy where applicable and find similarly problematic statements in regard to not treating device identifiers as personal information.

### 3.3.3 Personal Information

We find 5100 candidate contradictions across 1061 policies where the data type of both the negative statement and positive statement is “personal information.” We validate 254 candidate contradictions across 153 policies.  

**Finding 11: Policies directly contradict themselves.** When validating the 254 candidate contradictions, we find that the 153 policies directly contradict themselves on their data practices on “personal information.” For example, the policy for an app with 1M+ downloads states “We may collect personal information from our users in order to provide you with a personalized, useful and efficient experience.” However, later in the policy they state, “We do not collect Personal Information, and we employ administrative, physical and electronic measures designed to protect your Non-Personal Information from unauthorized access and use.” These scenarios are clearly problematic, as the policies state both cases and it makes it difficult, if not, impossible to determine their actual data sharing and collection practices.

### 3.3.4 Derived Data

In this section, we explore cases of candidate contradictions where the negative statements discuss data that can be derived from the data discussed in the positive statement. In particular, we explore two cases: (1) coarse location from IP address; and (2) postal address from precise location.

For “coarse location from IP” we find 170 candidate contradictions from 167 policies that represent collecting IP address and not collecting location. We remove candidate contradictions whose statements discuss precise location, as IP address does not provide a precise location. This filtering results in 18 candidate contradictions from 18 different policies. We validate 15 candidate contradictions across 15 different policies for this case. We note that 3 candidate contradictions from 3 policies are false positives due to incorrect negation handling.

For “postal address from precise location,” we find 27 candidate contradictions across 20 policies. Note that we remove candidate contradictions that discuss coarse location, as they are not precise enough to derive postal addresses. We validate 22 candidate contradictions across 17 apps, as 5 candidate contradictions are false positives due to sentence misclassification (4 cases) or errors of handling negations (1 case).

**Finding 12: Policies state that they do not collect certain data types, but state that they collect other data types in which the original can be derived.** When validating the 15 candidate contradictions for “coarse location from IP,” we find that all 15 policies are stating that they do not collect location information, but state that they automatically collect IP addresses. As coarse location information can generally be derived from the user’s IP address, it can be argued that the organization is technically collecting the user’s location information. Interestingly, two of the policies discuss that if users disable location services, then location will not be collected. It is highly unlikely that companies cease IP address collection based on device privacy settings. However, as IP address collection typically occurs passively at the server side, we cannot claim with 100% certainty that the companies still collect IP addresses when location services are disabled.

When validating 20 candidate contradictions for “postal address from precise location,” we find that 15 policies discuss not collecting postal addresses, but then state that they collect locations. Similar to the preceding case, postal addresses can be derived from location data (i.e., latitude and longitude). Again, the argument can be made that they are collecting data precise enough to be considered a postal address, causing a contradiction. For the other two candidate contradictions from two policies, it is not clear whether it is actually a contradiction, as they state that they do not collect addresses from the user’s address book, which is more specific than a general statement about not collecting addresses.

### 3.4 Notification to Vendors

For the 510 contradictions that are validated across 260 policies, we contact each vendor via the email address listed for the privacy policy’s corresponding app on Google Play. We disclose the exact statements that we find to be contradictory and explain our rationale. We ask whether they consider the statements to be contradictory and request clarifications on their policy. Figure 6 (Appendix) shows a template of the email. Overall, 244 emails are successfully delivered, as 16 email addresses are either invalid or unreachable. In total, we receive a 4.5% response rate (11/244), which is relatively substantial when considering that responding to our emails could raise liability concerns. All of the responses are received within a week or less after we send the initial emails. We have not received additional responses in the 4 months that have passed before publication. The remainder of this section discusses the responses.

**Fixed Policy:** Three vendors agree with our findings and update their policy to remove the contradiction. One ven-
We analyze the remaining three policies and find that they do not contain identifiable information, but are not personal information if it does not contain identifiable information (e.g., john.doe@gmail.com). They state that they explicitly tell users that their app is removed from Google Play. While we cannot claim that our findings would certainly generalize to policies from other domains (e.g., iOS, web), we hypothese that self-contradictions likely occur across the board, as policies are written for all platforms in largely the same way to describe data types collected by all platforms.

5 Related Work

Recent research has increasingly focused on automated analysis of privacy policies. Various approaches have used NLP for deriving answers to a limited number of binary questions [31] from privacy policies, applied topic modeling to reduce ambiguity in privacy policies [27], and used data mining [30] or deep learning [15] models to extract summaries from policies of what and how information is used. Some other approaches [26, 28] have used crowdsourced ontologies for policy analysis. These approaches are often limited by lack of accuracy, completeness, and collection complexity. Other approaches [12, 18] identify patterns to extract subsumptive relationships. However, they do not provide methodology to generate usable ontologies from such extracted information and rely on a fixed lexicon. Prior research has also attempted to infer negative statements in privacy policies with limited success. Zimmeck et al. [32] and Yu et al. [29] rely on keyword-based approaches of using bi-grams and verb modifiers, respectively, to detect the negative statements. In contrast to these previous approaches, our work provides a more comprehensive analysis with an automatically constructed ontology and accounting for negations and exceptions in text.

Prior approaches [2, 5, 29] identify the possibility of conflicting policy statements. However, we are the first to characterize and automatically analyze self-contradictions resulting from interactions of varying semantic levels and sentiments.

Analyzing the usability and effectiveness of privacy policies is another well-researched focus area. Research has shown that privacy policies are hard to comprehend by users [23] and proposals have been made to simplify their understanding [24]. Cranor et al. [5] perform a large-scale study of privacy notices of US financial institutions to highlight a number of concerning practices. Their policy analysis relies on standardized models used for such notices; in contrast, privacy policies in mobile apps follow no such standards making the analysis more challenging. Other approaches [20, 21, 25] have attempted to bridge the gap between users’ privacy expectations and app policies. While standardizing privacy policy specification has been attempted [4] with limited success [22], mobile apps’ privacy policies have generally failed...
to adhere to any standards. The findings in our study highlight the need to renew standardization discussion.

6 Conclusion

In this paper, we have presented PolicyLint, a privacy policy analysis tool that conducts natural language processing to identify contradictory sharing and collection practices within privacy policies. PolicyLint reasons about contradictory policy statements that occur at different semantic levels of granularity by auto-generating domain ontologies. We apply PolicyLint on 11,430 privacy policies from popular apps on Google Play and find that around 17.7% of the policies contain logical contradictions and narrowing definitions, with 12.9% containing logical contradictions. Upon deeper inspection, we find a myriad of concerning issues with privacy policies, including misleading presentations and re-defining common terms. PolicyLint’s fine-grained extraction techniques and formalization of narrowing definitions and logical contradictions lay the foundation to help ensure the soundness of automated policy analysis and identify potentially deceptive policies.
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A Preprocessing Privacy Policies

Privacy policies are commonly made available via a link on Google Play to the developer’s website and hosted in HTML. Most NLP parsers expect plaintext input; therefore, PolicyLint begins by converting the HTML privacy policy into plaintext. We next describe how PolicyLint achieves this conversion.

Removing Non-relevant and Non-displayed Text: Privacy policies are frequently embedded as main content on a webpage containing navigational elements and other non-relevant text. Additionally, non-displayed text should also be stripped from the HTML, as we want to analyze what is actually displayed to users. PolicyLint extracts the privacy policy portion of the webpage by iterating over the elements in the HTML document. To remove non-relevant text, PolicyLint strips comment, style, script, nav, and video HTML tags. PolicyLint also strips HTML links containing phrases commonly used for page navigation (e.g., “learn more,” “back to top,” “return to top”). Finally, PolicyLint removes HTML span and div tags using the “display:none” style attribute.

Converting HTML to Flat Plaintext Documents: Certain HTML elements, such as pop-up items, result in a non-flat structure. When flattening the HTML documents, PolicyLint must ensure that the plaintext document has a formatting style similar to the text displayed on the webpage (e.g., same paragraph and sentence breaks). PolicyLint handles pop-up elements by relocating the text within the pop-up element to the end of the document. Pop-up elements often provide additional context, explanation, clarification, or a definition of a term. Therefore, relocating these elements should not have a significant effect on processing the referencing paragraph. To ensure that the formatting style is maintained, PolicyLint converts the HTML document to markdown using html2text.

Merging Formatted Lists: Formatted lists within text can cause NLP parsers to incorrectly detect sentence breaks or incorrectly tag parts-of-speech and typed dependencies. These parsing errors can negatively impact the semantic reasoning of sentences. Therefore, PolicyLint merges the text within list items with the preceding clauses before the list begins. PolicyLint also uses a set of heuristics for nesting list structures to ensure that list items propagate to the correct clause.

PolicyLint merges formatted lists in two phases. The first phase occurs before the aforementioned conversion to markdown. In this phase, PolicyLint iterates over HTML elements using list-related HTML tags (i.e., ol, ul, li) to annotate list structures and nesting depth. The second phase occurs after the conversion to markdown. In this phase, PolicyLint searches for paragraphs ending in a colon where the next sentence is a list item (e.g., starts with bullets, roman numerals, formatted numbers, or contains annotations from the first phase). It then forms complete sentences by merging the list item text with the preceding text.

PolicyLint iterates over the paragraphs in the markdown document to find those that end in a colon. For each paragraph that ends in a colon, PolicyLint checks whether the preceding paragraph is a list item. If the line of text is a list item, PolicyLint creates a new paragraph by appending the list item text to the preceding text that ends with the colon. If the list item ends in another colon, PolicyLint repeats the same preceding process but by prepending the nested list items to the new paragraph created in the last step. PolicyLint then leverages the symbols that denote list items to predict the next list item’s expected symbol, which is useful for detecting boundaries of nested lists. For example, if the current list item starts with “(1),” then we would expect the next list item to start with “(2).” If the item symbol matches the expected symbol, PolicyLint merges the list item text as discussed above and continues this process. If the item symbol does not match the expected symbol, PolicyLint stops this process and returns.

Final Processing: The final step converts markdown to plaintext. PolicyLint normalizes Unicode characters and strips markdown formatting, such as header tags, bullet points, list item numbering, and other format characters. PolicyLint then uses langid to determine whether the majority of the document is written in English. If not, PolicyLint discards the document. If so, PolicyLint outputs the plaintext document.

B Training Sentence Generation

PolicyLint requires a training set of sharing and collection sentences to learn underlying patterns from in order to iden-
We may choose to share your personal information. We may send advertisers your personal information. We may share with advertisers your personal information. Personal information may be shared with advertisers. Personal information may be shared by advertisers. We require sharing personal information. We are requiring you to share personal information with advertisers. We require sharing personal information with advertisers. We may choose to share personal information. We may choose to share personal information with advertisers. We require sharing personal information. You may be required by us to share personal information. We may share with advertisers your personal information. We may share your personal information. We require sharing personal information.

### Table 8: Sentence Generation Templates

<table>
<thead>
<tr>
<th>Template</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>ENT</strong> may <strong>VERB_PRESENT DATA</strong></td>
<td>We may share your personal information.</td>
</tr>
<tr>
<td>2. We may <strong>VERB_PRESENT DATA</strong> <strong>PREP ENT</strong></td>
<td>We may share your personal information with advertisers.</td>
</tr>
<tr>
<td>3. We may <strong>VERB_PRESENT DATA</strong> <strong>DAT</strong></td>
<td>We may send advertisers your personal information.</td>
</tr>
<tr>
<td>4. We may <strong>VERB_PRESENT</strong> <strong>PREP ENT</strong> <strong>DAT</strong></td>
<td>We may share with advertisers your personal information.</td>
</tr>
<tr>
<td>5. <strong>DATA</strong> may be <strong>VERB_PAST PREP ENT</strong> <strong>DAT</strong></td>
<td>Personal information may be shared with advertisers.</td>
</tr>
<tr>
<td>6. <strong>DATA</strong> may be <strong>VERB_PAST</strong></td>
<td>Personal information may be shared.</td>
</tr>
<tr>
<td>7. <strong>DATA</strong> may be <strong>VERB_PAST</strong> <strong>by ENT</strong> <strong>DAT</strong></td>
<td>Personal information may be shared by advertisers.</td>
</tr>
<tr>
<td>8. We may choose to <strong>VERB_PRESENT DATA</strong> <strong>DAT</strong></td>
<td>We may choose to share personal information.</td>
</tr>
<tr>
<td>9. We may choose to <strong>VERB_PRESENT DATA</strong> <strong>PREP ENT</strong></td>
<td>We may choose to share personal information with advertisers.</td>
</tr>
<tr>
<td>10. You may be required by us to <strong>VERB_PRESENT DATA</strong> <strong>DAT</strong></td>
<td>You may be required by us to share personal information.</td>
</tr>
<tr>
<td>11. You may be required by us to <strong>VERB_PRESENT DATA</strong> <strong>PREP ENT</strong></td>
<td>You may be required by us to share personal information with advertisers.</td>
</tr>
<tr>
<td>12. We are requiring you to <strong>VERB_PRESENT DATA</strong> <strong>DAT</strong></td>
<td>We are requiring you to share personal information.</td>
</tr>
<tr>
<td>13. We are requiring you to <strong>VERB_PRESENT DATA</strong> <strong>PREP ENT</strong></td>
<td>We are requiring you to share personal information with advertisers.</td>
</tr>
<tr>
<td>14. We require <strong>VERB_PRESENT PARTICLE DATA</strong> <strong>DAT</strong></td>
<td>We require sharing personal information.</td>
</tr>
<tr>
<td>15. We require <strong>VERB_PRESENT PARTICLE DATA</strong> <strong>PREP ENT</strong></td>
<td>We require sharing personal information with advertisers.</td>
</tr>
<tr>
<td>16. We may <strong>VERB_PRESENT ENT</strong> with <strong>DAT</strong></td>
<td>We may provide advertisers with your personal information.</td>
</tr>
</tbody>
</table>

To fill the templates, we substitute an entity (**ENT**), data object (**DATA**), the correct tense of an SoC verb (**VERB_PRESENT**, **VERB_PAST**, **VERB_PRESENT_PARTICIPLE**), and a preposition that describes with whom the sharing occurs for sharing verbs (**PREP**). We begin by identifying the present tense, past tense, and present participle forms of all the SoC verbs (e.g., “share,” “shared,” “sharing,” respectively). We then identify common prepositions for each of the sharing verbs that describe with whom the sharing occurs. For example, for the terms **share**, **trade**, and **exchange**, the preposition is “with” and for the terms **sell**, **transfer**, **distribute**, **disclose**, **rent**, **report**, **transmit**, **send**, **give**, **provide**, the preposition is “to.”

For each template, we fill the placeholders accordingly. If the template has a placeholder for prepositions (**PREP**) and the verb is a collect verb, we skip the template. We also skip the templates for “send,” “give,” and “provide” if they do not contain a placeholder for a preposition (T1, T6, T8, T10, T12, T14), as those template sentences do not make sense without specifying to whom the data is being sent/given/provided. We set **DATA** to the phrases “your personal information” and “your personal information, demographic information, and financial information.” Similarly, we set **ENT** to the phrases “advertiser” and “advertisers, analytics providers, and our business partners.” Note that we include conjuncts of the **DATA** and **ENT** placeholders to account for deviations in the parse tree due to syntactic ambiguity (i.e., a sentence can have multiple interpretations). Therefore, we generate two sentences for each template: one with a singular **DATA** and **ENT**, and second with the plural **DATA** and plural **ENT**. In total, we generate 560 sentences, which are used by PolicyLint to learn patterns to identify sharing and collection sentences.

### C Policy Statement Extraction

For the 9% of the policies from which PolicyLint does not extract policy statements, we randomly select 100 policies to explore why this situation occurs. We find that 88% (88/100) are due to an insufficient crawling strategy (i.e., privacy policy links being pointed at home pages, navigation pages, or 404 error pages). Among the remaining 12 policies, the links in 3 policies point at a PDF privacy policy while PolicyLint handles only HTML, and 2 policies are not written in English but are not caught by our language classifier. Finally, 7 policies are due to errors in extracting policy statements, such as incomplete verb lists (3 cases), tabular format policies (1 case), and policies for describing permission uses (3 cases).

### D Email Template

Subject: Contradictory Privacy Policy Statements in <APP_NAME>
To Whom It May Concern:
We are a team of security researchers from the WSPIR Lab in the Department of Computer Science at North Carolina State University. We created a tool to analyze privacy policies and found that the privacy policy for your <APP_NAME> application (<PACKAGE>) that we downloaded in September 2017 may contain the following potential contradictory statements:

1. The following statements claim that personal information is both collected and not collected.
2. (A) <CONTRADICTORY_SENTENCE_1>
3. (B) <CONTRADICTORY_SENTENCE_2>

Do you believe that these are contradictory statements? Any additional information that you may have to clarify this policy would be extremely helpful. If you have any questions or concerns, please feel free to contact us, preferably by February 11th.

Thank you for your time!
Best Regards,

<EMAIL_SIGNATURE>

Figure 6: Email Template